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Disclaimer 

This document contains material, which is the copyright of certain xLiMe consortium parties, and may not 
be reproduced or copied without permission.  

All xLiMe consortium parties have agreed to full publication of this document.  

The commercial use of any information contained in this document may require a license from the 
proprietor of that information. 

Neither the xLiMe consortium as a whole, nor a certain party of the xLiMe consortium warrant that the 
information contained in this document is capable of use, or that use of the information is free from risk, 
and accept no liability for loss or damage suffered by any person using this information. 
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Executive Summary  

This document describes the xLiMe demonstrator toolkit prototype at the end of the second year of the 
project. This prototype extends the xLiMe toolkit from the first year of the project by applying various 
improvements on the original data processing infrastructure and data ingestion components. However, the 
main improvement compared to last year´s prototype is that many mid- to high-level components have 
been added to facilitate the consumption (via search, exploration and analysis services) of the gathered and 
annotated data. 
 
This report provides an updated overview of all the data ingested by the prototype as well as all the 
conversion and annotation performed by the various xLiMe partners as part of WP2, WP3, WP4 and WP5. 
Furthermore, this document describes how the prototype provides search, recommendation, exploration 
and analytic capabilities which enable the integration of the xLiMe multimedia and multilingual data into 
new and existing tools. 
 
In this deliverable we show an update of D6.2.1 – Early Prototype (Y1), describing new features and 
changes of the data providers, data annotators, data processing, architecture infrastructure, etc. Moreover, 
we include the specifications of the new components and technologies developed throughout the Y2 of the 
xLiMe project.  
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D  Deliverable 
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RDF  Resource Description Framework 
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1 Introduction 

This document presents the xLiMe Demonstrator Prototype: the second-year integration of cross-media 
conversion, annotation, semantic linking and consumption services developed as part of the xLiMe project. 
The Demonstrator Prototype is the result of various changes and additions to the xLiMe Early Prototype, 
which was described in (D6.2.1)[1]. This document can therefore be seen as an update to D6.2.1, 
documenting the changes that have been performed in Y2 of the project. 

1.1 Relation to Other Work Packages and Deliverables 

This document is the second of three deliverables providing an overview of the implemented xLiMe toolkit 
at the end of each year of the project. As such it is most closely related to D6.2.1 “Early Prototype” since it 
is an update of that deliverable, describing the changes to the xLiMe toolkit performed in Y2 of the project. 
This document is also strongly linked to the next deliverables: 

¶ D6.1: The architecture specified for the xLiMe toolkit, which focused on data ingestion, processing 
and storage. 

¶ D6.3 API Specifications and Prototype: Provides an overview of (mostly Y2) data consumption 
services focusing on the APIs they should provide. These services provide (semantic) search, 
exploration, recommendation and analytic functionality. 

¶ D1.4.2: The specified requirements for the Y2 demonstrator prototype. In Y2, we have followed a 
use-case driven development, where meeting use-case requirements have had priority over 
research-led developments. 

¶ D7.1.1 “Early Benchmarking Prototype”: Provides metrics about the performance of the various 
components in the Y1 prototype. These have been taken into account by focusing optimization 
efforts on those components identified as bottlenecks. 

Furthermore, this document summarises the updates on text extraction (WP2), annotation (WP3), semantic 
integration (WP4) and analytics services (WP5) that were developed and evaluated as part of xLiMe during 
the first and second year of the project. More detailed descriptions of all these services and components, 
including evaluation details can be found in the following deliverables: 

¶ D2.1.2 Final Speech to Text Prototype 

¶ D2.2.2 Final Text from Video Prototype 

¶ D2.3.2 Final Text from Social Media Prototype 

¶ D3.2.2 Final Prototype for Video Annotation 

¶ D3.3.2 Final Prototype for Text Annotation 

¶ D4.2 Semantic Disambiguation Prototype 

¶ D4.3.1 Early Semantic Graph Construction Prototype 

¶ D5.1.2 Final Semantic Search Prototype 

¶ D5.2.1 Early Opinion Diffusion Prototype 

¶ D5.3.1 Early Analytics Prototype 
 
The Demonstrator Prototype is also used and evaluated as part of three use-cases of WP7. The three 
relevant deliverables where the use-cases and their integration and evaluation of the Demonstrator 
Prototype are described are: 

¶ D7.2.2 Intermediate Prototype and Validation Report SEARCH 

¶ D7.3.2 Intermediate Prototype and Validation Report MONITOR 

¶ D7.4.1 Early Prototype and Validation Report EXPLAIN 
 

For several of the technical components and for the use-case prototypes, front-ends have been developed 
in the first two years of the project. These have been reviewed in D6.4.1, which has resulted in a 
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specification for a public API and library to facilitate application development on top of the xLiMe toolkit. 
Since this is only a specification at the end of Y2, we do not include this as part of the Demonstrator 
Prototype. 

Finally, the Demonstrator Prototype will serve as the continuation for demonstrating and disseminating the 
intermediate results of the xLiMe projects (WP8) and will eventually lead to the development of the 
showcase demonstrator in the final year of the project. 

 

1.2 Overview of Document 

In the remainder of this document, following the schema of D6.2.1 Early Prototype, we will first present the 
Demonstrator Prototype by summarising the data processing infrastructure and then focusing on the 
various components that were implemented and connected to this infrastructure. For components which 
were already present in the Early Prototype, we will indicate any changes. Besides describing the 
components, we also describe the data provided or generated by the various components; here, we also 
indicate any changes in relation to the Y1 prototype. 
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2 Demonstrator Prototype Implementation 

The Demonstrator Prototype follows the same general architecture as the xLiMe Early Prototype, which in 
turn was based on the reference architecture defined in D6.1. Figure 1 shows a functional view of the 
prototype. It shows that the prototype consists of three main functional layers: 

¶ Data Ingestion: This layer consists of services which transform and annotate raw cross-lingual and 
cross-media data. Compared to the Y1 prototype, many of these services have been tweaked to 
improve performance. 

¶ Data Storage: This layer is the main data-processing infrastructure described in D1.2 [2]. This 
component is essentially the same as in Y1, although underlying technologies may have been 
updated. E.g. instead of using CummulusRDF, we have changed to an OpenLink Virtuoso 
implementation to improve performance and stability. 

¶ Search & Analytics: This layer provides services which facilitate the consumption of the data 
generated and stored by the xLiMe toolkit. The focus of Y2 has been to further develop this layer, 
improving the few services which we had in Y1 (Semantic Search and Recommendation) and adding 
many more services to improve exploration and analysis of the data. 

These three layers enable the development of new applications. In particular, the two use-cases from Y1 
(Zattoo’s SEARCH and Vico’s MONITOR) have been updated and a new use-case has been added (Econda’s 
EXPLAIN). Besides the use-case applications, we have also developed a few demonstrators to highlight 
some of the capabilities of the xLiMe toolkit. 

 

Figure 1: Functional overview of the Demonstrator Prototype 

To further provide an overview of the Demonstrator Prototype, Figure 2 shows the deployment diagram for 
the Demonstrator Prototype; the only difference from Y1 is that now there are more distributed services 
performing not only additional annotation on top of the initially ingested data, but that there are also 
additional services for exploration and analytics. It closely resembles the abstract deployment diagram 
presented in D6.2.1, but with minimal variations and updates.  
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One thing to note is that in D6.2.1 we had promised to include a Stream Filter component which had been 
specified in the reference architecture. However, after the requirement analysis for the Y2 use-cases 
described in D1.4.2, we decided that was no direct need for a (centralised) stream filtering tool. Although 
this component has not been implemented in the Demonstrator Prototype, the semantic search 
component provides a similar, but simpler mechanism for providing a stream of search results which can be 
filtered by media-type. The resulting stream has a bigger latency than a custom stream filtering component 
would have provided (since the data has to be loaded into the triplestore before being returned, instead of 
being filtered directly from the message broker), but it provides a good alternative in case it is needed. 

 

 

Figure 2: Deployment overview of the Demonstrator Prototype  

Similarly, it is worth noting that the end-user applications retrieve their data directly from the data 
processing pipeline (the message broker, or one of the data stores) or from one of the analytic services. In 
Y2 we have started work on defining an additional layer which will facilitate the process of developing such 
interfaces. At the time of writing, there is already an architecture and specifications for this new layer, but 
implementation is only starting, hence we have not included this new layer as part of the Demonstrator 
prototype. See D6.4.1 for more information about this new layer in the architecture. 

Finally, another point to note is that the Opinion Diffusion component, described in D5.2.1, has not been 
integrated in the Demonstrator prototype. This is because this is an early prototype and no agreement was 
achieved on a suitable API during Y2. Integration of this component is planned in the early months of Y3. 

In the next subsections we enumerate the various components which comprise the Demonstrator 
Prototype. We do this by first looking at the components in the data-processing infrastructure since these 
are the central components that all other components tend to communicate with. Then we present the 
data providers, followed by the data annotation components. Then we present the components which 
provide mid- and high-level services such as semantic search, recommendations and analytics. After that 
we present an overview of how the various data annotation and analytics services are related. Finally, we 
present the main applications which use the produced data. 
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2.1 Data Processing Infrastructure 

In this section we provide an overview of the components that comprise the data-processing infrastructure 
in the xLiMe Demonstrator Prototype. These components allow for the efficient collection of data from 
various sources (data providers and annotation services) and enable decoupling of the various components 
attached to the system. Furthermore, they provide temporary and persistent data storage for the 
generated data. 

The only change in this layer between the Early Prototype and the Demonstrator Prototype is that we 
replaced CummulusRDF for OpenLink Virtuoso. The main reason for this was stability. Originally we were 
planning on using CummulusRDF, since it was built at KIT and it has a high potential for scalability. 
However, after several tests, towards the end of Y1 we decided to replace it by OpenLink Virtuoso. 

The main Data Processing Infrastructure following in Demonstrator Prototype maintains the following 
components: 

¶ Kafka Message Broker: a fast, distributed publish/subscribe messaging system. We use this in the 
Demonstrator Prototype in order to distinguish between the different types of data that is pushed 
into the system.  Subscriber components can choose which topics to follow for further processing. 
Kafka notifies subscribers whenever new messages are posted, allowing for near-real-time 
processing of the data. 

¶ OpenLink Virtuoso for Historical Data Storage and Semantic Search. OpenLink Virtuoso is a triple 
store and database engine that combines the functionality of RDBMS, virtual database, RDF, XML, 
etc. in a single system. It’s a universal server that implements multiple protocols. This datastore is 
useful for getting specific parts of the produced data and to explore links between annotations 
produced by different annotation services. We changed from CumulusRDF to Virtuoso triplestore 
because of its reliability, performance and multiple features. 

¶ MongoDB as an alternative Historical Data Storage and Keyword Search. MongoDB is a distributed 
document store. In this case we store JSON-LD documents for all of the media-item metadata and 
annotations.  

 

2.2 Multimedia Data Providers 

The xLiMe Demonstrator Prototype has 3 main multimedia data providers (VICO, Zattoo and JSI Newsfeed). 
These are the same data providers as the Early Prototype, although small modifications occurred in the TV-
data (now provides subtitles for some channels) and the social-media data (the list of keywords used to 
filter the stream was updated and licensing issues mean the Facebook stream was reduced). We describe 
the providers and their input data in the following subsections. For each data provider we discuss:  

¶ Domain data sources: all the raw data that the provider has available 

¶ Used data: the data that is pushed into the xLiMe Demonstrator Prototype, this can be a subset of 
the domain data sources. 

¶ Volume of data: gives metrics about how much data is provided to the Demonstrator Prototype. 

¶ Data latency: We indicate whether the data is available in near-realtime or not.  

¶ Kafka topic: where can the data be found in Kafka 

¶ Description of data: a textual description of the data from the provider in the xLiMe Demonstrator 
Prototype and an example. 
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2.2.1 VICO: Social-Media Microposts 

¶ Domain Data Sources: VICO harvests large amounts of data from social media. The sources include 
large social networks like Twitter, Facebook, Google+, and YouTube, but also a broad spectrum of 
forums, blogs, review sites, and Q&A portals. The system already covers over 40 languages and 
provides a near real-time stream of public social-media microposts. The current volume of documents 
is about 10 million a day. 

¶ Used Data: For Demonstrator Prototype, same as Early Prototype, we only use a subset of VICO’s 
source data. VICO prototype in XLiMe project only manages five languages; German, Spanish, English, 
Catalan and Slovenian. Currently the terms being filtered are all related to the ECONDA use-case and 
focus on (sport) shoes and Deichmann. Future designs will focus in the next client areas: 

Á Food Trade: 

- Research Objects: Trademarks, Competitors 

- Aspects: Modelling 

- Languages: German 

Á Household Aids: 

- Research Objects: Trademarks, Service Aspects 

- Aspects: Modelling, Topics 

- Languages: English, German, Spanish 

Á Insurance 

- Research Objects: Social Trends 

- Aspects: Topics 

- Languages: English, German 

Á Confectioner 

- Research Objects: Trade 

- Aspects: Topics 

- Languages: English, German, Spanish 

Á Telecom 

- Research Objects: Tech Products, Image, Service aspects 

- Aspects: Modelling, Topics 

- Languages: German 

¶ Volume of Data: The current set of keywords results in a stream of microposts of around 30K messages 
per day. At any given time, Kafka provides around 300K messages, hence roughly 10 days’ worth of 
social-media microposts are kept by Kafka. 

¶ Data Latency: Both the source data and the data pushed into Kafka is near real-time. 

¶ Kafka topic: socialmedia 

¶ Description of Data: Subset of social media posts from VICO matching keywords in German, English, 
Spanish, Catalan and Slovenian. This may include microposts from all of the VICO social-media data. 
VICO’s Metadata for each micropost is included. An example tweet from the VICO stream is given in 
Listing 1, this listing also includes annotations for the textual content linking to DBpedia entities which 
are not part of the original VICO data, but that are the result of annotations, described in 2.3.1.  
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Listing 1: Example micropost item from VICO, includes metadata and annotations to DBpedia entities 

<http://vico - research.com/social/Twitter/ec834041 - c23b - 303d - 86ec - 9728e8201c3e>  

       a                    sioc:MicroPost ;  

       dcterms:created      "2014 - 09- 12T10:05:27"^^xsd:dateTime ;  

       dcterms:language     "en" ;  

       dcterms:publisher    < http://www.twitter.com/> ;  

       dcterms:source    < http://twitter.com/FrostSaundra/statuses/510338384397893632> ;  

       dcterms:spatial      [ rdfs:label  "" ] ;  

       sioc:content         "No really @CattCrafts Im trying to browse the internet at 

1am rn, stop making the monster bee wanna kill me!!!" ;  

       sioc:has_creator     <http://twitter.com/FrostSaundra> ;  

       xlime:hasAnnotation  [ xlime:hasConfidence  "0.923"^^xsd:double ;  

                      xlime:hasEntity <h ttp://dbpedia.org/resource/ Kill_%28Unix%29> ;  

                      xlime:hasPosition    [ xlime:hasStartPosition  "100"^^xsd:long ;  

                                     xlime:hasStopPosition   "104"^^xsd:long  

                                           ]  

                            ] ;  

       xlime:hasAnnotation  [ xlime:hasConfidence  "1"^^xsd:double ;  

                      xlime:hasEntity      dbpedia:Monster ;  

                      xlime:hasPosition    [ xlime:hasStartPosition  "82"^^xsd:long ;  

                                     xlime:hasStopPosition   "89"^^xsd:long  

                                           ]  

                            ] ;  

       xlime:hasAnnotation  [ xlime:hasConfidence  "1"^^xsd:double ;  

                     xlime:hasEntity <h ttp://dbpedia.org/resource/Rn_% 28Newsreader%29> ;  

                     xlime:hasPosition    [ xlime:hasStartPosition  "62"^^xsd:long ;  

                                     xlime:hasStopPosition   "64"^^xsd:long  

                                          ]  

                            ] ;  

       xlime:hasAnnotation  [ xlime:hasConfidence  "1"^^xsd:double ;  

                     xlime:hasEntity      dbpedia:Internet ;  

                     xlime:hasPosition    [ xlime:hasStartPosition  "46"^^xsd:long ;  

                                     xlime:hasStopPosition   "54"^^xsd:long  

                                          ]  

                            ] .  

 

2.2.2 Zattoo: TV Streams  (for News) and TV Programme Metadata 

¶ Domain Data Sources: Zattoo provides TV streams (consisting of video frames and audio) and EPG 
(electronic programme guide) for around 150 channels. The channels cover a variety of topics (from 
news and sports to movies and series) and languages. The EPG data is available for a window of up to 3 
weeks (1 week before the current day and 2 weeks after), depending on availability. 

¶ Used Data: For the Demonstrator Prototype, we use an extended subset of Zattoo’s available TV 
streams from the Early Prototype, focusing on multilingual news channels. This selection helps us to 
focus on the development and testing of various annotation services. The core subset of channels 
consists of the following: 

Á   CNN International: World news in English 

Á   BBC World:  World news in English 

Á   Bloomberg Europe: World and business news in English 

Á   N24: World news in German 

Á   Tageschau24: World news in German 

Á   Canal24 Horas: World news in Spanish 

Á   EuroNews: World news in English 

Á   Al Jazeera: News in English 

Á   SRF Info: News in English 

Á   CNBC: News in English 
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Á   France24: News in English 

Á   ZDF Info: News in German 

Á   JOIZ: News in German, closest related to fashion world 

Á   RAI News: News in Italian 

Annotation services in the Demonstration Prototype must process these channels, but can optionally 
process more if resources are available. For example, the speech to text module processes up to 36 
channels as described in D2.1.2. 

¶ Volume of Data: We have built a EPG to RDF converters which push around 100 MediaResources (i.e. 
TV programmes) and their metadata to Kafka each day. The converter transforms the metadata for the 
channels once every few hours. 

¶ Data Latency: Zattoo’s TV streams are provided in near-realtime. In general, live IPTV streams have a 
latency of about 30 seconds due to de- and encoding, buffering and data transmission. The EPG data is 
not pushed in real-time to Kafka, although generally we aim to push the EPG data before the 
programme is broadcast. The zattoo-epg topic is updated every few hours with the EPG data for the 
upcoming hours. 

¶ Kafka Topic: zattoo-epg 

¶ Description of Data:  Near realtime TV streams consisting of frames and audio are available via a REST 
API from Zattoo, these streams are not pushed into Kafka. Channels from Zattoo's EPG data converted 
to RDF. The zattoo-epg topic covers the extended list of channels and EPG data is extracted every few 
hours. The original EPG data and the schema used to represent the RDF data is described in D1.3 and 
D1.1. An example programme metadata pushed into Kafka is shown in Listing 2. 

Listing 2: Example TV programme metadata converted from Zattoo's EPG data 

<http://zattoo.com/processed/106405759> {  

    <http://zattoo.com/program/106405759> a ma:MediaResource ;  

        ma:date "2015 - 10- 22T12:00:00+00:00"^^xsd:dateTime ;  

        ma:description "The Latest News And Sport, Including Interviews With The 

Personalities Making The News." ;  

        ma:duration 1.8e+03 ;  

        ma:hasGenre "Information" ;  

        ma:hasPublisher  [ rdfs:label "Sky News" ] ;  

        ma:hasRelatedImage <http://cms -

staging.zattoo.com/system/images/ed61/4d87/e84e/6b4c/9e29/format_480x360.jpg> ;  

        ma:hasRelatedLocation [ rdfs:label "GB" ] ;  

        ma:hasTrack < http://zattoo.com/program/106405759/audio>,  

            <http://zattoo.com/program/106405759/subtitle>,  

            <http://zattoo.com/program/106405759/video> ;  

        ma:title "Sky News With Kay Burley" .  

}  

 

2.2.3 JSI Newsfeed: Web-Based News Articles 

¶ Domain Data Sources: Provides a stream of news articles and blogposts from websites in various 
languages. The full stream consists of around 150K articles per day. 

¶ Used Data: The full stream of news articles is converted into RDF and pushed into Kafka (to decrease 
annotation latency, the data is also annotated as described in Section 2.3.6 before being pushed into 
Kafka). 

¶ Volume of Data: Around 150K articles per day. This news streaming tool is able to manage 470,000 
articles per day, 380,000 on weekends and holidays. 
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¶ Latency: The pipeline latency (from discovery to output ready for consumption) is approximately about 
3-8 seconds. The article discovery latency is configurable per feed, depending on feed activity. The 
minimum set at 5 minutes for 4000 mainstream news, average 1h across all feeds. 

¶ Kafka Topic: jsi-newsfeed 

¶ Description of Data: RDF version of newsfeed article data. Includes the text of the article, basic 
metadata for article (described using the Dublin Core Terms vocabulary, such as creation time, 
language, publisher, source url, location, title), as well as basic annotations such as topic(s) and entity 
recognition based on multi-lingual Wikipedia. An example news article is shown in Listing 3. 

Listing 3: Fragment of an example news article extracted from JSI Newsfeed 

<http://ijs.si/article/212234233> a kdo:NewsArticle ;  

    dcterms:created "2014 - 09- 20T19:34:00 "^^xsd:datetime ;  

    dcterms:language "en" ;  

    dcterms:publisher [ rdfs:label "WTAE TV 4" ] ;  

    dcterms:related <http://www.wtae.com/image/view/ - /10719720/highRes/2/ -

/h/300/maxh/300/maxw/400/w/400/ - /og8q8dz/ - /Emergency - Lights - jpg.jpg> ;  

    dcterms:source <http://www.wtae.com/news/1 - hurt - in - pittsburgh - wrongway -

crash/28169210?absolute=true> ;  

    dcterms:spatial [ gn:name "Pittsburgh",  

                    "USA" ;  

             geo:lat 4.043831e+01 ;  

             geo:long - 7.999745e+01 ] ;  

    dcterms:title "1 hurt in Pittsburgh wrong - way crash" ;  

    sioc:content """1 hurt in Pittsburgh wrong - way crash  

Photos  

A wrong - way driver crashed Saturday morning on the Boulevard of the Allies on 

the Bluff, Pittsburgh police said.  

The driver was not hurt i n the head - on crash, but the driver of the other car 

was taken to a hospital with facial injuries.  

The wrong - way driver was headed inbound in the outbound lane, not far from UPMC 

Mercy Hospital.  

Police closed the road for several hours early Saturday.  

Ther e was no word on whether charges would be filed.  

Recommended""" ;  

    sioc:topic "Auto_Racing",  

            "Law",  

            "Law_Enforcement",  

            "Motorsports",  

            "Organizations",  

            "Society",  

            "Sports" ;  

    xlim e:hasAnnotation [ rdfs:label "Allies of World War I" ;  

                xlime:hasConfidence 4e - 03 ;  

                xlime:hasEntity wikien:Allies_of_World_War_I,  

                    wikies:Aliados_de_la_Primera_Guerra_Mundial ],  

            [ rdfs:label  "Recommended Records" ;  

                xlime:hasConfidence 3e - 03 ;  

                xlime:hasEntity wikide:Recommended_Records,  

                    wikien:Recommended_Records ],  

            [ rdfs:label "Automobile" ;  

                xlime:hasConfidence 5.1e - 02 ;  

                xlime:hasEntity wikide:Automobil,  

                    wikien:Automobile,  

                    wikies:Autom óvil,  

                    wikisl:Avtomobil ],  

            [ rdfs:label "The Head" ;  

                xlime:hasConfidence 5e - 03 ;  

                xlime:hasEntity wikien:The_Head,  

                    wikies:The_Head ].  
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2.3 Data Annotators 

In this section, we present an overview of the components which perform annotation of the raw cross-
lingual and cross-media data. For each annotator we: 

¶ Summarise any changes from the version described in the Early Prototype, 

¶ describe its input,  

¶ mention the algorithm used and refer to any relevant documentation where more details can be 
found about the algorithm, 

¶ describe the annotations produced, 

¶ mention the kafka-topic where the produced annotations can be found in the Demonstrator 
Prototype, 

¶ finally, we give an example document pushed into Kafka to illustrate the produced annotations.  

 

2.3.1 Named Entity Annotation for Social-Media 

¶ Changes from Y1: Internal changes to the NER disambiguation algorithm provides VICO 
configuration options to balance between efficiency and efficacy. Some additional information 
regarding entity saliency is now available, but is not yet pushed to Kafka, this will occur soon. 

¶ Input: The text from the social-media microposts (i.e. the value of the sioc:Content literal as 
described in Section 2.2.1). This annotator is deployed on the premises of VICO and uses the raw 
data as its input. 

¶ Algorithm used: Statistical and lightweight processing, vector-space-model representation of the 
text and annotations, NER approach covering all languages supported in the project. Described in 
more detail in D2.3.2 – Final Text from Social Media Prototype and D3.3.2 Final Prototype of Text 
Annotation. 

¶ Annotations produced: annotations for spans of text, indicated by begin and end offsets, linking 
them to disambiguated entities in DBpedia. Each annotation includes a confidence value. Soon, a 
flag will be included to indicate whether the recognised entity is salient. 

¶ Kafka topic: socialmedia 

Example annotations produced by this annotator can be seen in Listing 1. 

 

2.3.2 Visual Object Type Recognition 

¶ Changes from Y1: The underlying algorithm has changed. Also, instead of targeting the thousand 
synsets from ImageNet, a smaller set of objects has been selected to increase efficiency. 

¶ Input: a video stream. This video stream is provided by Zattoo via the Zattoo API. 

¶ Algorithm used: The algorithm used is described in D3.2.2 

¶ Annotations produced: locations in the video stream are linked to synsets from ImageNet - 
WordNet (wnid)1. 

                                                           
1
 ImageNet: http://image-net.org/download-API  

http://image-net.org/download-API
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¶ Kafka topic: tv-visual 

An example output produced by this annotation service and pushed into Kafka is shown in Listing 4. 

Listing 4: Fragment of an example annotation  where various types of dogs and bars have been 
recognised in particular locations of a video track 

<    <http://zatto o.com/program/15626207> ma:hasTrack  
<http://zattoo.com/program/15626207/video> .  
    <http://zattoo.com/program/15626207/video> a ma:VideoTrack ;  
    sioc:content """  
85240006.000000['n02093647 Bedlington terrier' 'n03888605 parallel bars, bars'  
 'n0353578 0 horizontal bar, high bar' 'n02091831 Saluki, gazelle hound'  
 'n02095889 Sealyham terrier, Sealyham'] [  0.00000000e+00   1.53058982e+00   
1.65333152e+00   1.71370864e+00  
   2.64500189e+00   0.00000000e+00   6.31701827e - 01   0.00000000e+00  
   0.00000000e+ 00   1.84164846e+00   1.63984275e+00   4.99428213e - 01 
   0.00000000e+00   5.63833296e - 01   5.84266901e - 01   0.00000000e+00  
   0.00000000e+00   0.00000000e+00   0.00000000e+00   0.00000000e+00  
   0.00000000e+00   0.00000000e+00   0.00000000e+00   0.00000000 e+00 
   1.04166555e+00   0.00000000e+00   0.00000000e+00   0.00000000e+00  
   0.00000000e+00   0.00000000e+00   0.00000000e+00   0.00000000e+00  
   0.00000000e+00   0.00000000e+00   0.00000000e+00   0.00000000e+00  
   0.00000000e+00   0.00000000e+00   0.00000000e+00   0.00000000e+00  
   0.00000000e+00   0.00000000e+00   0.00000000e+00   8.28928113e - 01 
   0.00000000e+00   0.00000000e+00   0.00000000e+00   0.00000000e+00  
   0.00000000e+00   0.00000000e+00   0.00000000e+00   0.00000000e+00  
   6.76334977e - 01   0.00000000e+00   0.00000000e+00   4.44019318e+00  
   9.42537606e - 01   0.00000000e+00   0.00000000e+00   1.36392355e - 01 
   0.00000000e+00   0.00000000e+00   0.00000000e+00   0.00000000e+00  
   1.07385278e - 01   0.00000000e+00   0.00000000e+00   1.47737885e+00  
   0.00000000e+00   0.00000000e+00   0.00000000e+00   0.00000000e+00  
   0.00000000e+00   0.00000000e+00   0.00000000e+00   0.00000000e+00  
   0.00000000e+00   0.00000000e+00   0.00000000e+00   1.80637479e+00  
   0.00000000e+00   0.00000000e+00    0.00000000e+00   0.00000000e+00  
   3.79882765e+00   0.00000000e+00   0.00000000e+00   0.00000000e+00  
   0.00000000e+00   0.00000000e+00   9.74591374e - 02   1.74773061e+00  
   0.00000000e+00   0.00000000e+00   0.00000000e+00   0.00000000e+00  
   0.00000000e +00   1.19057202e+00   0.00000000e+00   0.00000000e+00  
   0.00000000e+00   0.00000000e+00   0.00000000e+00   0.00000000e+00  
   0.00000000e+00   0.00000000e+00   2.31172681e+00   0.00000000e+00  
   1.58634377e+00   0.00000000e+00   0.00000000e+00   2.9335945 8e- 01]  
 """ .  
}  
 

 

2.3.3 Text from Video 

¶ Changes from Y1: In Y2 an alternative algorithm was developed and evaluated aiming to improve 
precision of the extracted text. This was achieved, but at the cost of increased computation, hence 
the Demonstrator Prototype still uses the Y1 version of the algorithm with minor bugfixes. 

¶ Input: a video stream. This stream is provided by Zattoo via the Zattoo API. 

¶ Algorithm used: An OCR algorithm is used to convert text appearing in a video. Details of this 
algorithm are discussed in D2.2.2 

¶ Annotations produced: locations in the video stream are linked to recognised words. Selection of a 
number of brands names. 

¶ Kafka topic: tv-ocr 
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An example output from this annotation service is given in Listing 5. 

Listing 5: Example OCR annotation for a video track 

<http://zattoo.com/program/15029881/video> a ma:VideoTrack ; 
    sioc:content """ 
84260848.000000, Suuiruthcn., GOOGLE, I.-, GOOGLE, DISCUSSES, DISCUSSES, In, 3&1 
FEM , , FORGO1, KIUHI, 05:46, KIUI', wllc , 3&1 
""" . 

 

2.3.4 Speech to Text 

¶ Changes from Y1: Since this is one of the main bottlenecks in the xLiMe toolkit, more machines 
were recruited to perform this task. Furthermore, this component now also makes use of the 
subtitles that some programmes provide. The ASR engines were updated without affecting the 
schema of the output. 

¶ Input: an audio stream or a subtitle stream. This stream is provided by the Zattoo API. 

¶ Algorithm used:  Multiple speech recognition engines for converting speech to text, one from 
VecSys and another one from PerVoice. Details about these systems are described in D2.1.2. 

¶ Annotations produced: positions in the audio stream are linked to transcriptions of the spoken 
audio. 

¶ Kafka topic: zattoo-asr, zattoo-sub 

An example output from this annotator is shown in Listing 6, it combines the speech to text with named 
entity annotations (described in Section 2.3.5). 

 

2.3.5 Named Entity Annotation for Text from Speech 

¶ Changes from Y1: No changes to JSI Enrycher from last year. However, we plan to start feeding the 
transcriptions to other entity tagging pipelines. 

¶ Input: a text (produced by the Speech to Text component). This annotator is run directly after the 
Speech to Text component. 

¶ Algorithm used: JSI Enrycher [4] and XLike entity tagging pipeline [6]. 

¶ Annotations produced: recognised entities in the text are annotated by their surface form in the 
original text, a confidence value and one or more entities identified as FreeBase resources. 

¶ Kafka topic: zattoo-asr 

An example output from this annotator is shown in Listing 6, it combines the output of this annotator with 
the original output of the Speech to Text component (described in Section 2.3.4). 

Listing 6: Example Text from speech and Named Entity Annotation 

<http://zattoo.com/processed/106382431> {  

  <http://zattoo.com/program/106382431/audio> a ma:AudioTra ck ;  

     ma:hasLanguage [ rdfs:label "en" ] ;  

     xlime:hasAnnotation  

         [ rdfs:label "Andy Murray" ;  

             xlime:hasEntity  freeba se:m.03wc52 ] ;  

         [ rdfs:label "Davis Cup" ;  

            xlime: hasEntity freebase:m.01h66l ] ;  

     xli me:hasProgDetail [  

         xlime:hasPDImageUrl 

<http://images.zattic.com/system/images/06fd/6299/1c7b/ 295c/15a9/format_480x360.jpg> ;  

         xlime:hasPDSource "CNN International" ;  
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         xlime:hasPDStartTime "2015 - 10- 21T15:00:00+02:00"^^xsd:dateTime  ;  

         xlime:hasPDTitle "World Business Today" ] ;  

     xlime:hasRecognisedSpeech [  

         xlime:hasASREngine <http://mediaspeech.com/webservice> ;  

         xlime:hasASRText  " forward to working together to digest the educational 

training and research means reaching what was done issues of health and vision for 

education and economics and how the thirty countries and the largest private foundation 

and of course a foundation t ouching Maldives and surely inshore Andy Murray is on a 

mission to world number three you want to bring the Davis Cup haunted Great Britain and 

Ireland you know Sudeikis canteens garrison " ;  

         xlime:hasStartTime "2015 - 10- 21T14:48:59.500000+01:00"^^ xsd:dateTime ;  

         xlime:hasStreamPosition 92923379.0 ;  

         xlime:hasZattooCID "cnn - international" ] .  

 

2.3.6 Named Entity Annotation for News Articles 

¶ Changes from Y1: No changes. 

¶ Input: Raw text from a news article (i.e. the sioc:content of a NewsArticle as described in Section 
2.2.3). 

¶ Algorithm used: JSI Enrycher [4] and Multi-lingual Wikipedia entity recognition algorithm described 
in D2.3.2 

¶ Annotations produced: DMOZ topics for the article and Named Entity annotations based on multi-
lingual Wikipedia pages. 

¶ Kafka topic: jsi-newsfeed 

Since this annotator is combined with the JSI newsfeed to RDF converter, the output is merged with the 
basic output of the RDF NewsArticle. For example topics and multi-lingual Wikipedia annotations, Listing 3. 

 

2.3.7 Syntactic Annotations for News Articles 

¶ Changes from Y1: The underlying algorithm for finding the annotations has been updated. The 
sentiment analysis now produces 3-classes and part-of-speech is now also included in the 
annotations. 

¶ Input: Raw text from news article (i.e. the sioc:content of  a NewsArticle as described in Section 
2.2.3) 

¶ Algorithm used: Details of this algorithm are described in D2.3.2. 

¶ Annotations produced: Positions of the recognised named entities, a vectorised n-grams of the 
article, a 3-class polarity sentiment analysis and Part-of-Speech. 

¶ Kafka-topic: jsi-annotations 

A fragment of an example output of this annotator is given in Listing 7. 

Listing 7: Fragment of output of the Syntactical Annotations for News Articles 

<http://ijs.si/arti cle/218922538> kdo:hasSentiment [ kdo:hasScore 7.54308e - 01 ;  

                kdo:sentiment kdo:negativePolarity ] ;  

        xlime:hasAnnotation [ rdfs:label "Bharti Airtel" ;  

                xlime:hasPosition [ xlime:hasStartPosition 369 ;  

                        xlime:hasStopPosition 381 ] ],  

            [ rdfs:label "Association of India" ;  

                xlime:hasPosition [ xlime:hasStartPosition 263 ;  
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                        xlime:hasStopPosition 282 ] ],  

            [ rdfs:label "Andhra Pradesh" ;  

                xlime:hasPosition [ xlime:hasStartPosition 175 ;  

                        xlime:hasStopPosition 188 ] ],  

            [ rdfs:label "COAI" ;  

                xlime:hasPosition [ xlime:hasStartPosition 286 ;  

                        xlime:hasStopPos ition 289 ] ],  

            [ rdfs:label "Vizag New Delhi" ;  

                xlime:hasPosition [ xlime:hasStartPosition 48 ;  

                        xlime:hasStopPosition 62 ]  ] ;  

        xlime:hasNgrams [ xlime:ngrams "{ \ "4230366 \ ": 1, \ "3073330 \ ": 1, 

\ "942 9082 \ ": 1, \ "5285735 \ ": 1, \ "8938141 \ ": 1, \ "8324092 \ ": 1, \ "8627914 \ ": 1, 

\ "1699299 \ ": 1, \ "1680895 \ ": 1, \ "13102980 \ ": 1, \ "11005329 \ ": 1, \ "16613991 \ ": 

1, \ "8417232 \ ": 1, \ "11566639 \ ": 1, \ "14783984 \ ": 1, \ "3232951 \ ": 1, 

\ "8713076 \ ": 1, \ "5860815 \ ": 1, \ "15825855 \ ": 1, \ "12166233 \ ": 1, \ "5893113 \ ": 

1, \ "1777966 \ ": 1, \ "8484593 \ ": 1, \ "13175945 \ ": 1, \ "5730892 \ ": 1, 

\ "10273461 \ ": 1, \ "6115507 \ ": 1, \ "10266851 \ ": 1, \ "13057237 \ ": 1, \ "8395089 \ ": 

1, \ "11168919 \ ": 1, \ "4976883 \ ": 1, \ "12262351 \ ": 1, \ "153582 64\ ": 1, 

\ "6689733 \ ": 1, \ "14564309 \ ": 1, \ "9200617 \ ": 1, \ "6464893 \ ": 1, \ "12731498 \ ": 

1, \ "15584568 \ ": 1, \ "15599110 \ ": 1, \ "12168197 \ ": 1, \ "3535052 \ ": 1, 

\ "10433976 \ ": 1, \ "8484469 \ ": 1, \ "11731554 \ ": 1, \ "1980586 \ ": 1, \ "11703047 \ ": 

1, \ "8253990 \ ": 1,  \ " 11705411 \ ": 1, \ "15434493 \ ": 1 }" ] .  

}  

  

 

2.3.8 Data Annotation Summary 

The data providers (described in Section 2.2) and the data annotators (described in Section 2.3) connect to 
the data processing infrastructure (described in Section 2.1), producing various data processing pipelines. 
Figure 3 provides an overview of the pipelines included in the Demonstrator Prototype. 
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Figure 3: Overview of the data conversion occurring in the xLiMe Demonstrator Prototype 

 

2.4 Search, Exploration and Analytics 

In this section we describe the main components which provide Semantic Search, Exploration, 
Recommendation and Analytics over the annotated xLiMe data. 

2.4.1 Cross-Media Recommendations Based on Statistical and Semantic Linking 

¶ Changes from Y1: In this second year the recommendation algorithm has been extended to use 
graph based information when calculating similarity between terms in different languages and 
between media-items (based on the similarity of the entities found in the media items). 

¶ Input: All of the metadata and annotations for social media microposts, TV programmes and 
streams, as well as news articles pushed into Kafka. The recommender uses the MongoDB 
document store to access this data. 

¶ Algorithm used: Content similarity and recommendation algorithms are described in D4.1 and 
D4.2. 

¶ Output: Set of cross-media content which is similar to a (position within a) given TV programme. 
This includes other Zattoo’s TV programmes, social media microposts and news articles. 

¶ Kafka topic: KITRecommendations and KITNewsTVRecommender 

An example output fragment from this annotation service is given in Listing 8. 
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Listing 8: Fragment of example cross-media recommendation output 

{"tvmetadatarec":  

["http://zattoo.com/program/15216633", "http://zattoo.com/program/15156376", 
"http://zattoo.com/program/15168144", "http://zattoo.com/program/15166900", 
"http://zattoo.com/program/15153974", "http://zattoo.com/program/15155219", 
"http://zattoo.com/program/15180855"],  

"cid": "skynews-intl",  

"jsinewsrec":  

["http://www.chroniclelive.co.uk/news/local-news/north-east-news-replay-breaking-7920555", 
"http://grantland.com/the-triangle/2014-mlb-playoffs-nlds-preview-cardinals-dodgers-giants-nationals/", 
"http://www.oxfordtimes.co.uk/news/opinions/blogs/11508229.Parky_at_the_Pictures__DVD_2_10_2014
_/?ref=rss", "http://www.mouseplanet.com/10819/Animation_Anecdotes", 
"http://www.nytimes.com/2014/10/05/fashion/alan-cumming-life-isnt-always-a-cabaret-Not-My-Fathers-
Son-memoir.html?partner=rss&emc=rss&_r=0", 
"http://www.rockmnation.com/2014/10/7/6935627/missouri-offense-grades-maty-mauk-bud-sasser", 
"http://www.carandsuv.co.nz/articles/target-acquired-308", 
"http://www.bookslut.com/blog/archives/2014_10.php#020928"],  

"zattooid": "15433701", 

 "socialmediarec": ["http://pepolino.eu/2010/08/07/piratenschuhe/comment-page-35/", "http://m-
maenner.de/2014/05/miteinander-kaempfen/comment-page-78/", 
"http://www.vwaudiforum.co.uk/forum/showthread.php?161174-Early-airing-for-all-new-Audi-TT-
Roadster-ahead-of-Paris-show-world-debut#1", 
"http://x3.xbimmers.com/forums/showthread.php?t=408177&page=7#138", "http://m-
maenner.de/2014/05/miteinander-kaempfen/comment-page-76/", "http://www.kampfkunst-
board.info/forum/f18/flachwitze-22194/index317.html#4759", "http://m-
maenner.de/2014/05/miteinander-kaempfen/comment-page-84/", "http://blog.ruralvive.com/inturferia-
turismo-interior-valladolid/comment-page-18/", 
"http://forum.skyscraperpage.com/showthread.php?t=177316&page=338#6743", "http://www.android-
hilfe.de/5766113-post1.html"],  

"streamposition": "8.490614e+07"}  

 

2.4.2 Semantic Search 

¶ Changes from Y1: The existing features (autocompletion of entities, entity summarisation and 
semantic search) have been updated and new features have been added: interactive keyword 
disambiguation (i.e. query interpretation) and live filtering of streams, which provides a way to 
auto-update the search result as well as filter the results by their media-type. 

¶ Input: All data of the media items from social media posts, TV stream and news articles. The 
Semantic Search uses Virtuoso triplestore to access this data. 

¶ Algorithm used: Ranked auto completion for named entities, entity summarization, keyword 
matching for building search graphs, top-k graph exploration and media retrieval via SPARQL. 
Described in more detail in D5.1.1 and D5.1.2. 

¶ Output: Selection of news articles/social media/television shows that are relevant for the given 
entities or the selected interpretation for a given keyword search.  

 

http://zattoo.com/program/15216633
http://zattoo.com/program/15156376
http://zattoo.com/program/15168144
http://zattoo.com/program/15166900
http://zattoo.com/program/15153974
http://zattoo.com/program/15155219
http://zattoo.com/program/15180855
http://www.chroniclelive.co.uk/news/local-news/north-east-news-replay-breaking-7920555
http://grantland.com/the-triangle/2014-mlb-playoffs-nlds-preview-cardinals-dodgers-giants-nationals/
http://www.oxfordtimes.co.uk/news/opinions/blogs/11508229.Parky_at_the_Pictures__DVD_2_10_2014_/?ref=rss
http://www.oxfordtimes.co.uk/news/opinions/blogs/11508229.Parky_at_the_Pictures__DVD_2_10_2014_/?ref=rss
http://www.mouseplanet.com/10819/Animation_Anecdotes
http://www.nytimes.com/2014/10/05/fashion/alan-cumming-life-isnt-always-a-cabaret-Not-My-Fathers-Son-memoir.html?partner=rss&emc=rss&_r=0
http://www.nytimes.com/2014/10/05/fashion/alan-cumming-life-isnt-always-a-cabaret-Not-My-Fathers-Son-memoir.html?partner=rss&emc=rss&_r=0
http://www.rockmnation.com/2014/10/7/6935627/missouri-offense-grades-maty-mauk-bud-sasser
http://www.carandsuv.co.nz/articles/target-acquired-308
http://www.bookslut.com/blog/archives/2014_10.php#020928
http://pepolino.eu/2010/08/07/piratenschuhe/comment-page-35/
http://m-maenner.de/2014/05/miteinander-kaempfen/comment-page-78/
http://m-maenner.de/2014/05/miteinander-kaempfen/comment-page-78/
http://www.vwaudiforum.co.uk/forum/showthread.php?161174-Early-airing-for-all-new-Audi-TT-Roadster-ahead-of-Paris-show-world-debut#1
http://www.vwaudiforum.co.uk/forum/showthread.php?161174-Early-airing-for-all-new-Audi-TT-Roadster-ahead-of-Paris-show-world-debut#1
http://x3.xbimmers.com/forums/showthread.php?t=408177&page=7#138
http://m-maenner.de/2014/05/miteinander-kaempfen/comment-page-76/
http://m-maenner.de/2014/05/miteinander-kaempfen/comment-page-76/
http://www.kampfkunst-board.info/forum/f18/flachwitze-22194/index317.html#4759
http://www.kampfkunst-board.info/forum/f18/flachwitze-22194/index317.html#4759
http://m-maenner.de/2014/05/miteinander-kaempfen/comment-page-84/
http://m-maenner.de/2014/05/miteinander-kaempfen/comment-page-84/
http://blog.ruralvive.com/inturferia-turismo-interior-valladolid/comment-page-18/
http://blog.ruralvive.com/inturferia-turismo-interior-valladolid/comment-page-18/
http://forum.skyscraperpage.com/showthread.php?t=177316&page=338#6743
http://www.android-hilfe.de/5766113-post1.html
http://www.android-hilfe.de/5766113-post1.html
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2.4.3 Semantic Construction Graph 

¶ Changes from Y1: This is a new component which was not included in the Early Prototype. 

¶ Input: The clusters of articles representing events from Event Registry along with their links to TV 
programmes and social media items. 

¶ Algorithm used: Event semantic graph construction described in D4.3.1. 

¶ Output: An RDF representation of events from Event Registry, along with the media items that are 
related to those events. 

¶ Kafka topic: To be decided. In Y2, none of the use-cases require these event-based semantic 
graphs. At the moment, the data is still available via the Event Registry’s API, although not in RDF 
format. This component can be installed and run when the semantic graphs are necessary or they 
can be uploaded to Kafka (and the RDF triplestore) if multiple use-cases require this. 

 

2.4.4 Data Analytics 

¶ Changes from Y1: This is a new component which was not present in the Early Prototype. 

¶ Input: Service usage logs from Zattoo, entity annotations in news articles and shared counts of 
news articles in social-media. 

¶ Algorithm used: Statistical (trend and correlation) analysis, described in more detail in D5.3.1. 

¶ Output: Reports and information of data analytics for different media resources (TV streams, social 
media and news articles). 

An example output fragment from this service is given in Listing 9. 

¶ Kafka-topic: This information is not pushed back into Kafka, instead it is available via a custom API 
as part of the Event Registry platform. 

 

Listing 9: Fragment of example data analytics output 

{"news-concept":{"approximateCorrelations": [{"conceptInfo": {"id": "385245","label": {"eng": Michelle 
Malkin"},"type": "person","uri": http://en.wikipedia.org/wiki/Michelle_Malkin},"corr": 
0.8992843929278711,"id": 385245,"itemDataAggr": {"max": 0.55,"mean": 2,"min": 0,"stDev": 
0.8046738469715542}},...],"exactCorrelations": [{"conceptInfo": {"id": "305458","label": {"eng": 
"Republican Party (United States)"},"type": "org","uri": 
http://en.wikipedia.org/wiki/Republican_Party_(United_States)"},"corr": 0.9838348054341965,"id": 
305458,"itemDataAggr": { "max": 273.9,"mean": 1078,"min": 1,"stDev": 255.9343470501762}},...]}, 
"testDataInfo": {"endDate": "2015-05-26","startDate": "2015-05-07","testData": [ ... ], "testDataAggr": 
{"max": 893,"mean": 283.05,"min": 1,"stDev": 232.82492}}} 

 

2.4.5 xLiMe Dataset Summarisation 

¶ Changes from Y1: This is a new component which was not present in the Early Prototype.  

¶ Input: The historical data in the triplestore. 

¶ Algorithm used: The current implementation queries the triplestore at set intervals in order to get 
the provided dataset summarisation. In the future, this implementation may change in order to 
update the counters directly from the Kafka streams to avoid performing expensive queries over 
the entire dataset in the triplestore. More information about this component is provided in D6.3. 

http://en.wikipedia.org/wiki/Michelle_Malkin
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¶ Output: Histogram and counters for various xLiMe dataset indicators. 

¶ Kafka-topic: This information is not pushed back into Kafka, instead it is available via a custom API 
described in D6.3. 

 

2.4.6 xLiMe Resource Mapping 

¶ Changes from Y1: This is a new component which was not present in the Early Prototype. The main 
purpose for this component is to explore whether it is possible to provide a uniform annotation 
scheme for the various annotations produced by the xLiMe toolkit. Typically, the developers of 
annotation components have already invested time and resources to be able to produce 
annotations referring to some particular knowledge base and it is not easy to change the 
algorithms to target a different knowledge base. Hence, this component makes it possible to map 
the found entity resources to a common knowledge base, Wikidata. In Y3 of the project, we expect 
to integrate this component more tightly into the xLiMe architecture to provide a more uniform 
API. 

¶ Input: None. 

¶ Algorithm used: The current implementation reuses available mappings (or mapping services) 
between knowledge bases (e.g. DBpedia to Wikidata, Freebase to Wikidata). 

¶ Output: Requested Wikidata resource for some input resource from another knowledge base.  

¶ Kafka-topic: This information is not pushed back into Kafka, instead it is available via a custom API 
described in D6.3. 

2.5 Data Consumers 

The purpose of converting, annotating and interlinking the multimedia data, as described in the previous 
sections, is to enable the development of new features in applications; we call such applications data 
consumers. All the multimedia (meta-)data and the produced annotations can be consumed by (i) retrieving 
data directly from Kafka; (ii) querying the RDF triplestore, (iii) querying the document store or (iv) using one 
of the search, exploration or analytics services. In this section we enumerate the main consumers for the 
Demonstrator Prototype. Besides the use-cases developed throughout Y1, in second year of the xLiMe 
project we add a new Data Consumer for the ECONDA use-case. 

2.5.1 Zattoo Media Content Enrichment 

The xLiMe project enables development of applications by enriching the multimedia content of TV-channels 
watched by ZATTOO-users with related content originating from other media sources (e.g., tweets, blog 
posts, YouTube videos, news articles, Wikipedia pages, etc.). The intermediate Zattoo prototype, described 
in D7.2.2, shows an application where users can browse through news articles and the application 
recommends IPTV content that is related to the current news article. Further details about this 
recommender, the requirements and how it is using the data from the Demonstrator Prototype can be 
found in D1.4.2 and D7.2.2. 

2.5.2 VICO Media Analytics 

In another xLiMe use-case, VICO is consuming the data in Demonstrator Prototype by integrating it into 
their social-media analytics platform. In Y1, VICO already added TV programmes and news articles as novel 
sources on top of their previous social-media sources to media analysts, allowing for more comprehensive 
analysis of, for example, brand and products mentions across various media. In this second year, VICO has 
started using services from WP4 and WP5 to reduce the cost of some of its business processes. In 
particular, the interactive query interpretation described in D5.1.2 was used in order to define Research 
Objects which need to be monitored, improving on the keyword based approach they are currently using. 



xLiMe Deliverable D6.2.2 

Page 24 of (28)  © xLiMe consortium 2013 – 2016 

 

Also the analytics services described in D5.3.1 were used to provide overviews about trends in the data 
based on their identified topics.  
Details about this integration can be found in D1.4.2 and D7.3.2. 

2.5.3 ECONDA Media Product Recommendations 

The xLiMe data can be used to enhance the performance of e-Commerce web sites (web shops) by 
providing better recommendations. This approach is used in the use-case of the ECONDA partner, to 
provide recommendations of products to its customers. The prototype uses the annotations of the various 
xLiMe media items along with a custom mapping between entities and their products. Details about this 
system can be found in the requirements deliverable (D1.4.2) and Early Prototype and Validation Report 
EXPLAIN (D7.4.1). Since this is a new prototype application in Y2, an extended description about this use-
case is included below, in Chapter 3.  

 

2.5.4 Event Registry Related Media 

Besides the three xLiMe use-case prototype, we have also updated an existing platform, the Event Registry, 
which is primarily focused on news articles (also based on the newsfeed data source), to include IPTV media 
items and social-media information (number of times news articles were shared on the various social media 
sites). 
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3 Example xLiMe Data Use: Cross-Media Products 
Recommendations for ECONDA 

3.1 ECONDA 

ECONDA GmbH2 focuses on web-analytics and recommendation solutions. For several years running, 
ECONDA is listed as one of the Top Five of web-analytics tools by independent experts. More than 1,000 
satisfied e-business customers rely on ECONDA’s web-analytics solutions. This includes customers such as 
retailers, textile specialists, manufacturers, brands, service providers, portals, publishers, price 
comparators, publishing houses, newspapers and NGOs.  
 
ECONDA provides both recommendation and analytics solutions to their customers. Its Cross Sell offers a 
remarkably broad range of opportunities concerning re-marketing and recommendations. ECONDA intends 
to exploit the results of xLiMe by offering services that deliver relevant and interesting content to users. A 
sample page from an e-Store using ECONDA Cross Sell solution recommendations is shown in Figure 4. Also 
we can see one of the data visualizations provided to ECONDA customers as a part of their Monitor 
application. Figure 5 shows different interfaces ECONDA offers to its customers. 
 

         

Figure 4: E-store ECONDA webpage and Sample view from ECONDA Monitor 

 

 

Figure 5: ECONDA system interfaces 

 

                                                           
2 ECONDA: http://www.econda.com   

http://www.econda.com/
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The focus of the ECONDA use case will be on enhancing the ECONDA product recommendation and 
monitoring features using the xLiMe data and technology. This will result in new widgets for ECONDA 
Monitor and Cross Sell solutions. xLiMe technology will be used to detect specific brands (logos) and 
general groups of products (such as “black boots”, “red sandals”, etc) in both images from social networks 
and IPTV streams. For IPTV streams ZATTOO usage data will be used to provide information on how many 
people are viewing a specific segment of the stream.  
 

3.2 Integration of xLiMe Technology to ECONDA Use Case 

In the second year of the xLiMe project we include the ECONDA Use Case. This approach will be focus in 
analytics and recommendations regarding the preferences and trends of its customers. The workflow in the 
process is to annotate texts and videos to recommend ECONDA products follows the next task-line: 

- Manual mappings: Identify manually entities in messages and map these products, categories and 
brands to Wikipedia. Work done 

- Text based matching: Simple match of names and descriptions to message content and ranked list 
of relevant domain entities for messages. Work in progress 

- Text/ASR annotation using domain entities: Include domain entities in knowledge base. Work to be 
done 

- Video annotations using domain entities: Index of all products in shop and detect similar products 
in video frames. Work to be done 

 
To achieve the desired results, the Data Infrastructure in ECONDA Use Case must provide sufficient corpora 
of existing content for experimentation and sufficient coverage of relevant IPTV services to match the 
content. The input data involved in this use case are IPTV stream, social media stream, news stream, logos 
and product feed (including images and descriptions) and cross-media. The output results that the system 
will provide will be a list of products recommendations and widgets or banners based on product 
recommendations. The system will intent to spot mentions of products and brands to compute activation 
values for products and categories. In addition to behavioural data these activation values will be used to 
identify hot products with very low latency. 

 
The main technology components related to the ECONDA Use Case are the following: 

- Social Media Text Processing: This component allows to use incoming social media text data for the 
purpose of further linguistic processing 

- Video Annotation: It focuses on brand and select product category recognition in the IPTV stream 

- Audio Annotation: It improves existing tools for basic audio entity detection 

- Text Annotation: It is used for annotating topics, brands and products in text in different languages 

- Semantic Disambiguation: It computes semantic relatedness of contents for all required languages 
and all required content types 

- Semantic Graph Construction: It enables handling of emerging entities 

- Semantic Search Component: It searches contents for all required languages and media items. 

- Analytics and Opinion Diffusion: For the analysis of statistics and trends, and track opinion diffusion 

- Recommendation Engine: To prepare and develop tools for product recommendations 

 

More information about ECONDA Use Case can be found in deliverables D1.4.2[3] and D8.2.2[5]. 
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4 Conclusion and Future Work 

In this deliverable we described the xLiMe toolkit prototype at the end of the second year of the xLiMe 
project. We positioned the prototype in the context of the project by describing the related work-packages, 
the identified requirements and the main implementation challenges. Then, we described in detail all of the 
components in the toolkit prototype, from the core components which provide the data processing 
infrastructure, to the various data providers, data annotation services, data analysis services and data 
consumers. Finally, we described in more detail a prototypical data consumer which integrates the xLiMe 
data produced by the toolkit and the technology developed, the use-case ECONDA Cross-Media 
Recommendations. 

Compared to the xLiMe Early Prototype, the main change has been the addition of various search, 
exploration, recommendation and analytic services, as well as the gradual improvement of the various 
services used to ingest and annotate the raw data. 

In the final year of the xLiMe project, we will continue with a use-case driven development of the xLiMe 
toolkit. Although no more work is planned in terms of data ingestion and annotation, we may implement 
small tweaks if necessary. In Y3 we expect most of the work to be improving the recommendation, 
aggregation and analytic services. In particular, we note that at the end of Y2, the opinion diffusion 
component described in D5.2.1 has not been integrated into the rest of the toolkit, but that this will be 
done in Y3 of the project. Furthermore, we will aim to provide a reusable front-end library for easier 
prototyping and reuse of the data. Finally, in Y3 we will benchmark the xLiMe toolkit to measure how the 
various components behave when integrated. 
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